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a b s t r a c t

In this paper, we propose an accurate model for the read static noise margin (SNM). The model includes
the effects of soft oxide breakdown (SBD), negative and positive bias temperature instabilities (NBTI and
PBTI, respectively). To assess the accuracy of the proposed model, its predictions are compared with those
of HSPICE simulations for 32, and 22 nm technologies. The comparison verifies the high accuracy of the
model. The results show a maximum error of 4.5% for a wide range of supply voltages. Using this model,
the effect of bias temperature instabilities on the aggravation of the read SNM by SBD is also studied. The
study shows that both NBTI and PBTI phenomena worsen the effect of SBD on the read SNM by 34%.

� 2013 Elsevier Ltd. All rights reserved.
1. Introduction

Reliability concerns have slowed down the operating voltage
reduction with each new technology node while the gate oxide
has become thinner for a given dielectric material [1]. This results
in larger electric fields in the gate oxide which could form traps in
the oxide. As the number of traps increases, they start to overlap
forming a conduction path between the gate and channel which
may create a gate tunneling current. This type of breakdown which
is known as soft oxide breakdown (SBD) may occur in both SiO2

and high-k gate dielectrics [2,3]. The SBD phenomenon can deteri-
orate the functionality of SRAM cells [4–6].

Larger vertical electric fields can cause another reliability prob-
lem for transistors which is called bias temperature instability
(BTI) [7]. For PMOS transistors, when negative gate biases are ap-
plied, high energy holes break Si–H bonds at the Si–SiO2 interface
forming interfacial traps. These traps increase the threshold voltage
of the device, and hence, affecting the performance of the transistor
(NBTI effect) [7]. Similarly, in the case of NMOS transistors with
high-k, under positive gate biases, a significant charge trapping
may occur increasing the threshold voltage with time (PBTI effect)
[8].

The effect of NBTI and PBTI on the stability and performance of
SRAM cells have been investigated in the literature (e.g. [9–11]).
The studies reveal that the most important parameter of SRAM
cells which degrades with these bias temperature instabilities is
the read stability (read SNM) [9–11]. In addition, the effects of
SBD on different performance and functionality parameters of
ll rights reserved.
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SRAM cells have been investigated in [4–5,10–16]. In particular,
the work presented in [12] studies the effect on the read stability
for a 90 nm technology. The study shows that SBD is a dominant
factor in the read stability degradation. In [13], a read SNM model
which considers SBD along with NBTI was proposed. The model
was based on the simple square law model for the I–V characteris-
tic and did not consider the PBTI effect.

The contributions of this paper are as follows:

� We use a more accurate expression for the I–V characteristic
to present a more tangible read SNM model for smaller
technologies.
� The proposed model considers the SBD effect as well as both

PBTI (important for transistors with high-k gate dielectrics)
and NBTI effects.

The reminder of the paper is organized as follows. In Section 2,
the models used for the SBD, NBTI, and PBTI effects are described
while, in Section 3, a read SNM model considering the SBD effect
with short channel I–V models is derived. In Section 4, the accuracy
of the model is investigated by comparing its results to those of
HSPICE. In addition, using this model, the read SNM degradation
in the simultaneous presence of NBTI, PBTI, and SBD effects is stud-
ied. Finally, Section 5 concludes the paper.
2. SBD and BTI modeling

After the occurrence of the soft breakdown phenomenon, the
gate current, Ig, may be modeled as [12]

Ig ¼ I0 expðtGRÞ ð1Þ
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Fig. 1. Schematic of a 6T SRAM cell when is accessed with static noise sources Vn

and SBD resistor inserted [13].
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Here, I0 is the initial oxide tunnel current, t is the elapsed time, and
GR is the defect current growth rate which has an exponential rela-
tion with the stress voltage and oxide thickness as

GR ¼ K1 expðh1Vg � h2ToxÞ ð2Þ

where Vg is the gate stress voltage, Tox is the gate oxide thickness,
and h1, h2, and K1 are constants which may be found from experi-
mental data [12].

The breakdown may occur between the gate and diffusion re-
gion (source or drain) or between the gate and the channel of the
transistors. Experimental data shows that the pull down source
breakdown causes more severe stability degradation in a conven-
tional 6T SRAM cell which is shown in Fig. 1 [17], and hence, sim-
ilar to [13], only the gate-source breakdown of the pull down
transistor under stress (NR in Fig. 1) is considered in this work.
Using Eq. (1), the SBD is modeled as a resistor (RSBD) given by [12]:

RSBD ¼
Vdd

I0
expð�tGRÞ ð3Þ

where Vdd is the supply voltage.
Next, we should model the NBTI and PBTI effects which increase

the magnitudes of the threshold voltages of PMOS and NMOS tran-
sistors, respectively, as a function of time (t). The increase, which is
denoted by DVth, may be modeled by the DC reaction–diffusion
(RD) framework as [7]

jDVthj ¼ KDCtn ð4Þ

Here, KDC is a constant which depends on the gate–source bias (Vgs),
temperature, and other technology parameters. Fig. 2 shows the
Fig. 2. Vth change due to the NBTI and PBTI using reaction–diffusion framework
calibrated with published data [18].
change in Vth due to NBTI and PBTI using the reaction diffusion
framework which has been calibrated with published data for a
32 nm technology node [18]. The results are for poly (oxide/polysil-
icon) and high-k (high-k/metal gate) cases. While the PBTI effect on
the threshold voltage is dependent on both dielectric and gate
materials, the threshold voltage change due to the NBTI effect is
only dependent on the dielectric material [18]. The results reveal
that the PBTI can be ignored for the case of poly gate while it should
be considered for the case of high-k.

3. Read SNM modeling considering SBD

Next, we should model the read SNM of the 6T SRAM cell during
the read operation. For this purpose, we use the circuit which is
shown in Fig. 1 where static noise sources (Vn) and soft oxide break-
down resistance (RSBD) have been added. The resistance RSBD which
models the gate-to-source soft breakdown of NR is modeled as a
linear resistor between the gate and the source. The resistance could
degrade the read SNM considerably, and hence, we have considered
only this scenario of breakdown in the analysis. The same approach
has been taken in [13]. In addition, since the chance of multiple break-
down events is quite low, we ignore them in this work.

To improve the read SNM modeling approach presented in [13],
we employ a more accurate expression for the I–V characteristics.
Instead of the square law model, in this work, we use the BSIM3v3
short channel model equations for hand calculations [19]. In the
linear region (Vds < Vdsat), the drain current (Ids) is given by [19]:

Ids ¼ b
1

1þ Vds=ðEsatLÞ
Vgs � Vth �

AbulkVds

2

� �
Vds ð5Þ

where Abulk is the bulk charge coefficient, L is the channel length, Esat

is the minimum electric field for the onset of velocity saturation, Vgs,
Vds, and Vth are the gate–source, drain–source, and threshold
voltages, respectively, and

b ¼ leff Cox
W
L

ð6Þ

where leff is the effective mobility, Cox is the gate capacitance per
unit area, and W is the channel width. In the saturation region
(Vds > Vdsat), the current–voltage characteristics is expressed as [19]

Ids ¼
b

2Abulk

1
1þ ðVgs � VthÞ=ðAbulkEsatLÞ

ðVgs

� VthÞ2 1þ Vds � Vdsat

VA

� �
; ð7Þ

where

Vdsat ¼
EsatLðVgs � VthÞ

AbulkEsatLþ Vgs � Vth
ð8Þ

Assuming PR is off, one may write the KCL equation at the node R as

INR ¼ IAR ð9Þ

Also, we suppose that NR and AR operate in the linear and satura-
tion regions, respectively, and hence, we can write

INR¼bNR
1

1þVds�NR=ðEsat�NRLNRÞ
Vgs�NR�Vth�NR�

Abulk�nVds�NR

2

� �
Vds�NR

ð10Þ

IAR ¼
bAR

2Abulk�n

1
1þ ðVdd � Vds�NR � Vth�ARÞ=ðAbulk�nEsat�ARLÞ

� ðVdd � Vds�NR � Vth�ARÞ2

� 1þ
Vdd � Vds�NR � Esat LARðVdd�Vds�NR�Vth�ARÞ

Abulk�nEsat LARþVds�NR�Vth�AR

VA

 !
ð11Þ
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It has been shown that the transfer characteristics of Vgs�NR � Vds�NR

have a fairly constant slope around its operating point where NR is
in the linear region [20]. The linear approximation of this character-
istic may be expressed as [20]

Vds�NR ¼ V0 � kVgs�NR ð12Þ

The parameters in Eq. (12) may be found by fitting the model pre-
dictions to the simulation results [13]. However, these parameters
are sensitive to the threshold voltage of NR which is increased by
PBTI. For the study of the PBTI effect, we need to find analytical
models for these parameters as a function of the threshold voltage.
As the first step in finding the parameters k and V0, let us take par-
tial derivatives of both sides of Eq. (9) with respect to Vgs�NR and
Vds�NR.

@INR

@Vgs�NR
dVgs�NR þ

@INR

@Vds�NR
dVds�NR

¼ @IAR

@Vgs�NR
dVgs�NR þ

@IAR

@Vds�NR
dVds�NR ð13Þ

By dividing both sides by dVgs�NR, we obtain

@INR

@Vgs�NR
þ @INR

@Vds�NR

dVds�NR

dVgs�NR
¼ @IAR

@Vgs�NR
dVgs�NR þ

@IAR

@Vds�NR

dVds�NR

dVgs�NR

ð14Þ

Using Eq. (12), one may write

dVds�NR

dVgs�NR
¼ �k ð15Þ

Also, from Eq. (14), one may write

k ¼
@INR

@Vgs�NR
� @IAR

@Vgs�NR

@INR
@Vds�NR

� @IAR
@Vds�NR

ð16Þ

The above equation (Eq. (16)) is valid at all points in the operation
region of our interest, and hence, may be solved at any arbitrary
point in this region. Let us consider Vgs�NR = Vdd where the corre-
sponding Vds�NR is denoted by Vds0. The voltage Vds0, which is small,
can be found from Eq. (9) by equating Vgs�NR and Vds�NR equal to Vdd

and Vds0, respectively. Using proper approximations, one may write

ðVdd � Vth�NR �
1
2

Abulk�nVds0ÞVds0

¼ bAR

2Abulk�nbNR
� ðVdd � Vds0 � Vth�ARÞ2

1þ Vdd�Vth�AR
Abulk�nEsat�AR

� 1þ
Vdd � Esat�ARðVdd�Vth�ARÞ

Esat�ARþVdd�Vth�AR

VA

 !
ð17Þ

which is a second order equation with respect to Vds0. Using Vgs�NR

and Vds�NR, one can use Eqs. (10), (11), and (16) to find k. Finally, V0

is found from Eq. (12).
Similarly, assuming AL is off, one may write the KCL equation at

the node L as

f ¼ INL þ Vgs�NR=RSBD � IPL ¼ 0 ð18Þ

Considering the fact that NL and PL operate in the saturation and
linear regions, respectively, we have

INL ¼
bNL

2Abulk�n

1
1þ ðVn þ Vds�NR � Vth�NLÞ=ðAbulk�nEsatLNLÞ

ðVn

þ Vds�NR � Vth�NLÞ2

� 1þ
Vn þ Vgs�NR � Esat LNLðVnþVds�NR�Vth�NLÞ

Abulk�nEsat LNLþVnþVds�NR�Vth�NL

VA

 !
; ð19Þ
As Vn + Vds�NR � Vth�NL has a small value and Vn + Vgs�NR is close to
Vdd, INL may be approximated as

INL �
bNL

2Abulk�n
ðVn þ Vds�NR � Vth�NLÞ2 � 1þ Vdd

VA

� �
; ð20Þ

and

IPL ¼ bPL
1

1þ Vdd�Vn�Vgs�NR

Esat LPL

� Vdd � Vn � Vds�NR � Vth�PL �
Abulk�pðVdd � Vn � Vgs�NRÞ

2

� �
� ðVdd � Vn � Vgs�NRÞ ð21Þ

Similarly, since Vds�PL (Vdd � Vn � Vgs�NR) is a small voltage, IPL may
be approximated as

IPL � bPL Vdd � Vn � Vds�NR � Vth�PL �
Abulk�pðVdd � Vn � Vgs�NRÞ

2

� �
� ðVdd � Vn � Vgs�NRÞ

ð22Þ

Substituting Eqs. (20) and (22) into Eq. (18) yields a quadratic equa-
tion with respect to Vn as

pV2
n þ qVn þ z ¼ 0 ð23Þ

where

p ¼
bNL 1þ Vdd

VA

� �
2Abulk�n

þ bPL �1þ Abulk�p

2

� �
ð24Þ

q ¼
bNLðV0 � kVgs�NR � Vth�NLÞ 1þ Vdd

Va

� �
Abulk�n

þ bPLðVdd þ ð1

� Abulk�pÞðVdd � Vgs�NRÞ � V0 þ kVgs�NR � Vth�PL ð25Þ

z ¼
bNLðV0 � kVgs�NR � Vth�NLÞ2 1þ Vdd

VA

� �
2Abulk�n

þ Vgs�NR

RSBD

� bPL Vdd �
Abulk�p

2
ðVdd � Vgs�NRÞ � V0 þ kVgs�NR � Vth�PL

� �
ðVdd

� Vgs�NRÞ
ð26Þ

SNM is equal to Vn when the condition of coinciding roots for the
quadratic equation is satisfied [20]. For this equation, there is some
Vgs�NR which sets the delta of the quadratic equation (Eq. (23))
equal to zero.

It was shown in [13] that there was almost a linear relation
between the read SNM multiplied by the SBD resistance squared
and the resistance. The same characteristics have been plotted in
Fig. 3 for 32 and 22 nm metal gate/high-k technologies [21] where
the PBTI effect is also important. The linear relation which is
observed for different threshold voltages of the PMOS transistor af-
fected by NBTI (PL in Fig. 1) and NMOS transistor affected by PBTI
(NR in Fig. 1) is valid for SNM values which are positive. For this
plot, we have assumed the same amounts of threshold voltage
shifts for both PL and NR. Therefore, similar to [13], we can use
the following linear relationship for modeling this dependence.

ðSNMðRSBDÞ � SNMð1ÞÞ � R2
SBD ¼ cþ k � RSBD ð27Þ

Rewriting Eq. (27) using the parameters a and b yields

SNM ¼ SNMðRSBD ¼ 1Þ �
a

RSBD
� b

2:R2
SBD

ð28Þ

where



Fig. 3. SBD induced variations in read SNM multiplied by SBD resistance squared for different threshold voltages of PL and NR for (a) 22 nm, (b) 32 nm.
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a ¼ �k ¼ lim
RSBD!1

R2
SBD

@SNM
@RSBD

ð29Þ

b ¼ �2c ¼ lim
RSBD!1

@ R2
SBD

@SNM
@RSBD

� �
@ 1

RSBD

� �
0
@

1
A ð30Þ

Now, in order to obtain the derivative of SNM with respect to RSBD,
we take the partial derivative of f (defined in Eq. (18)) with respect
to Vgs�NR, Vn, and RSBD and obtain

@f
@Vgs�NR

dVgs�NR þ
@f
@Vn

dVn þ
@f

@RSBD
dRSBD ¼ 0 ð31Þ

Therefore, one can obtain the derivative of the noise margin with
respect to the soft breakdown resistance as

dVn

dRSBD
¼ �

@f
@Vgs�NR

dVgs�NR

dRSBD
þ @f

@RSBD

@f
@Vn

ð32Þ

Thus, the derivative of SNM with respect to RSBD may be easily found
from Eq. (32). Note that in using Eq. (32), Vn is equal to SNM, Vgs�NR is
obtained from setting the delta of the quadratic equation (Eq. (23))
equal to zero, and Vds�NR is obtained from Eq. (12). Then, coefficients
a and b also can be found from this and Eqs. (29) and (30), respec-
tively. The first term in Eq. (28), which represents the SNM without
considering the SBD effect, may be obtained using existing accurate
models for the SNM which are functions of the threshold voltages of
the transistors (see, e.g., [22–24]). For these models, to include the
BTI effects, we only need to add DVth due to NBTI and PBTI using
the models reported in the literature (e.g. [18]). The other terms in
Eq. (28), which are attributed to SBD, can be found from our expres-
sions for a, b, and RSBD. There are other models for RSBD which also
may be used in our model (see, e.g. [12]).

4. Results and discussion

The accuracy of the proposed model is assessed by comparing
the model predictions with those of HSPICE simulations for 22
and 32 nm metal gate/high-k technologies [21]. First, we present
the results for the read SNM versus RSBD for the nominal threshold
voltage as well as 5% and 10% threshold voltage shifts of both the
transistors PL and NR. The results which are shown in Fig. 4 reveal
a very good accuracy for the model. Therefore, this hints that the
model may provide a fast yet accurate estimation of the SNM com-
pared to the simulation method.

In [13], it was shown that both the SBD and NBTI effect should
be considered together to obtain the correct model for predicting
the variation of the read SNM over the time. In Fig. 5, we have pre-
sented similar results with the difference of including PBTI too. The
figure shows the difference of the read SNM changes for the case of
considering both the BTI effects and the SBD simultaneously and
the case where SBD and the NBTI/PBTI effects are considered sep-
arately. In the latter case, the change was obtained by adding the
read SNM reduction due to the SBD effect when DVth = 0 and the
NBTI/PBTI effects when RSBD =1. Note that the results plotted in
Fig. 5 are versus RSBD and obtained assuming that the increases
in the MOS threshold voltages due to the BTI effects were 5% and
10%. As the figure indicates, when RSBD becomes smaller (stronger
SBD effect) and threshold voltage change becomes larger (severe
BTI effects), the difference becomes larger. NBTI/PBTI phenomena
worsens the effect of SBD on the read SNM by 16% (8%) and 31%
(34%) for the 5% (10%) increase in threshold voltages due to the
BTI effects for 22 and 32 nm technologies, respectively. The same
behavior was observed in [13].

This behavior is due to the fact that the change in the SNM value
due to SBD is a function of the threshold voltage shifts [13]. Because
the coefficients for the SBD terms (a and b) are themselves functions
of the threshold voltages, and hence, for a better accuracy both the
NBTI and PBTI effects along with the SBD effect should be consid-
ered together. Note that the slope in Fig. 3 (k in Eq. (29)) becomes
more negative when the threshold voltage change becomes larger,
and consequently, a(�k) becomes higher. Thus, DSNM due to SBD
becomes more which is also apparent from Eq. (28) (in which the
second term becomes larger). It is also apparent from Eq. (28) that
DSNM due to SBD is more sensitive to a (MOS threshold voltages)
as RSBD decreases. In Fig. 6, we have drawn the results of the model
and HSPICE simulations for the variations of k as a function of the
threshold voltage change of PL and NR for the two technologies. This
graph demonstrates that increasing the BTI effects makes the SBD
effect more detrimental on SNM.

Next, we plot the read SNM as a function of the stress time for
the 22 and 32 nm technology. For this graph, we used the data in
Fig. 2 for the Vth drift due to NBTI and PBTI for high-k, Eq. (3) for
the SBD resistance calculation, and three arbitrary values of GR
as 1.6, 3.2, and 6.4 � 10�8/s (we did not have access to industrial
data which is process dependent). As shown in Fig. 7, different
growth rates result in different times for the onset of substantial
change in the read SNM.

We also study the effect of the supply voltage on the read SNM
degradation. For this purpose, the read SNM values for different
supply voltages versus time have been shown in Fig. 8. For these
results, the changes of Vth due to NBTI and PBTI for the supply volt-
ages of 0.7, 0.8 and 0.9 V have been obtained from the analytical
expressions given in [25] and the SBD resistance from Eq. (3) by
assuming that GR increases 5 dec/V with Vg [12]. The results show
that while for smaller supply voltages the initial SNM value is low-
er, the rate of the SNM degradation due to NBTI/PBTI and SBD is
smaller too. The accuracy degrades as the supply voltage scales
more. This may be due to the assumption that all transistors oper-
ate in on state, but in lower supply voltages some transistors may



Fig. 4. Read SNM versus RSBD obtained from simulations (dotted) and model (symbol) for (a) 22 and (b) 32 nm technologies with 0%, 5%, and 10% threshold voltage shifts of PL
and NR.

Fig. 5. The difference of Read SNM changes versus RSBD when considering both NBTI/PBTI and SBD with those obtained from the addition of the read SNM changes when
considering the NBTI/PBTI and SBD effects separately with threshold voltages of PL and NR as the running parameter for (a) 22 and (b) 32 nm technologies.

Fig. 6. k as a function of the change in the threshold voltage of PL and NR obtained
from simulations (dotted) and model (solid) for different technologies.
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approach operating in subthreshold region. Even for Vdd = 0.7 V, the
error is very small (the mean error for Vdd equal to 1, 0.9, 0.8 and
0.7 V is 1.1%, 1.5%, 1.9% and 4.5%, respectively).
Fig. 7. (a) Read SNM from simulations (symbols) and model (solid) versus stres
Finally, Fig. 9 compares the Cumulative Distribution Function
(CDF) of the read SNM versus minimum read SNM (RSNM0) ob-
tained using 15,000 HSPICE Monte Carlo simulations and our pro-
posed model under process variations and aging effects (NBTI/PBTI
and SBD) for the 32 nm technology. We consider the threshold
voltage of transistors due to process variations as Gaussian random
variables [26]. The 3r of the threshold voltages were set to 20% of
their nominal values [22]. The CDF value at each RSNM0 shows the
percentage of the cells whose read SNM values are smaller than
RSNM0. The figure shows, for example, if the target read SNM is as-
sumed to be 30 mV, the percentage of the cells with smaller read
SNM values than 30 mV are about 0.15% and 22% initially and after
1 year, respectively. The comparison reveals a very good accuracy
for the model which is evaluated in a very short period of time
due to its analytical nature. Therefore, when we study the impact
of process variations and aging on SRAM cell, using the proposed
model is a very efficient method of calculating the read SNM
compared to HSPICE simulations.
s time for (a) 22 and (b) 32 nm technologies. GR is the running parameter.



Fig. 8. Read SNM values obtained from simulations (symbols) and model (solid)
versus stress time for different supply voltages for the 32 nm technology. GR is
3.2 � 10�8/s for Vdd = 0.9 V.

Fig. 9. CDF of read SNM obtained from simulations (dotted) and model (solid)
versus minimum read SNM (RSNM0) under process variations and aging effects
(NBTI/PBTI and SBD) for the 32 nm technology initially and after 1 year. GR is
3.2 � 10�8/s for Vdd = 0.9 V.
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5. Conclusion

In this work, we proposed an analytical read SNM model which
considered the soft oxide breakdown effect using an accurate mod-
el for the I–V characteristic. Both the NBTI and PBTI effects were
considered in the model by including the change of the threshold
voltages in the SNM model. The accuracy of the model was verified
by comparing its prediction with those of HSPICE simulations for
32 and 22 nm technologies. The comparison revealed a very good
accuracy for the model in these technologies. The accuracy of the
model was verified for a wide range of supply voltages. The model
can be used for the prediction of the minimum supply voltage
which should be used for having a target yield when the lifetime
is given. In addition, the results showed that both NBTI and PBTI
phenomena worsen the SBD effect on the read SNM. This suggested
that the effect of NBTI/PBTI and SBD should be included in the
model simultaneously.
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